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Executive Summary

The main goal of Task 3.3 Risk management and transparency for the data analytics platform
is to develop supporting technologies that make the privacy-preserving data analytics from PA-
PAYA transparent to data subjects. Towards this goal, the primary purpose of this first out of two
deliverables from Task 3.3 is to identify existing risk management artefacts that can be shared
with data subjects to inform them about the risks associated with having their personal data
processed by the PAPAYA platform. The identified risk artefacts that may be suitable to share
with data subjects are generated as part of Privacy Impact Assessments (PIAs), performed by
organisations to assess the risks to data subjects of planned processing of personal data. In
particular, the threshold analysis, the data flow diagrams, risk matrix/map, and public version of
the PIA report may all be suitable artefacts. There is however a gap in usability of these arte-
facts, intended typically for privacy experts and not data subjects. Further, we note that these
artefacts are only part of the puzzle of effectively communicating risks, where organisations
must be ready to engage in a dialogue concerning risks with interested data subjects [51]. It
is also important to recall that the mere collection of personal data entails risks [67], and typi-
cally privacy-preserving data analytics only address risks during data processing. PIAs should
capture this important detail, and it is vital that our work in PAPAYA is clear with both strengths
and limitations of our technologies. As future work in Task 3.3, we plan to improve the usability
and number of artefacts from the CNILs PIA tool to be more usable for sharing with data sub-
jects, in particular for explaining the assessed risks associated with having their personal data
processed with privacy-preserving data analytics.

For explaining how privacy-preserving data analytics work, we performed a literature review,
exploring what we should explain and how to explain it. Our results show limited examples in the
literature with little concrete work in the area and conflicting advice. Further, the requirement in
PAPAYA to support mobile User Interfaces (Uls) makes the task at hand even more challenging.
Our technical design focuses on creating simple, standalone Ul views that can easily be layered
and composed as part of integration into existing apps. We plan to create Uls for all major
types of privacy-preserving data analytics developed in PAPAYA, ultimately making privacy-
preserving data analytics from the PAPAYA project transparent to data subjects: this is the
primary goal of the second deliverable from Task 3.3, D3.4, due M24 (May 2020).

The technical design of our Privacy-Enhancing Technology (PET)—that explains risks and
how privacy-preserving data analytics function—is focused on creating independent Ul-focused
components that are suitable for being integrated into existing applications, such as mobile
apps, with as little development effort as possible. The technical design of the PET is largely
informed by the work on use cases in D2.1 [11], requirements in D2.2 [22], and privacy-
preserving data analytics in D3.1 [5]. Ultimately, we envision that components of the PET
can be integrated both as part of consent screens (ex-ante transparency) and privacy policy
pages (typically ex-post transparency) in a usable manner for data subjects.

Finally, the technical design of the Privacy Engine (PE) supports ensuring that data subjects’
preferences are adhered to before data is shared (potentially for analytics), and assisting clients
of the PAPAYA platform in fulfilling data subject requests related to, e.g., intervenability. The PE
is planned to be used as part of some of the use cases of PAPAYA towards GDPR compliance
in the spirit of data protection by design and by default.
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1 Introduction

The goal of the PAPAYA project is to produce a platform for privacy-preserving analytics. Users
of the PAPAYA platform—organisations that wish to outsource data analytics to the platform in
a privacy-preserving way—will select one or more analytics provided by the platform that suits
their needs. Some clients will perform analytics on personal data that concerns data subjects.
As for any data processing of personal data, this entails risks to data subjects. Central to
PAPAYA is the goal of ensuring that these risks to data subjects, as a consequence of having
their personal data analysed using a third-party platform, are reduced compared to the case
of “regular” non-privacy-preserving data analytics being used at a third-party platform. Google
Al & Machine Learning Products' or Machine Learning on AWS? are good examples of big
third-party platforms that can be used for performing analytics typically without strong privacy-
preserving mechanisms that prevent the platform operator from learning the personal data
being analysed.

The focus of Task 3.3, as part of WP3 in PAPAYA, is on the needs of data subjects whose
personal data is processed using the PAPAYA platform. Task 3.3 covers three related areas:

1. Firstly, data subjects should be informed about any risks associated with data processing
using privacy-preserving data analytics. This may be a legal requirement from the GDPR,
depending on the legal basis of the processing [22].

2. Secondly, data subjects should also be informed about what and how data process-
ing is performed. This may be vital if the use of privacy-preserving mechanisms lead
to reduced and/or increased assessed risks to data subjects. For example, while risk
associated with having their personal data disclosed to an unauthorized party may be
reduced, risks associated to lack of control over data (intervenability) may increase.

3. Finally, data subjects may have preferences on how their personal data can be processed
using analytics in particular, because analytics are typically not in the core interest of data
subjects but rather of organisations, e.g., due to business models based on profiling.

Towards the first area, we will develop technology that supports clients in communicating risks
to data subjects. To support the second area, we will create usable visualizations that convey
how the privacy-preserving analytics from PAPAYA work. For the third area, we will create
supporting technology for managing privacy preferences that also can assist clients in providing
for data subjects rights that stem from the GDPR, such as intervenability.

The primary purpose of this first out of two deliverables from Task 3.3 is to identify existing
risk management artefacts that can be shared with data subjects to inform them about the
risks associated with having their personal data processed by the PAPAYA platform. Section 2
presents a number of such identified risk artefacts, together with an analysis of potential privacy
risk analysis methods that may produce useful artefacts. In particular, we focus on Privacy
Impact Assessments (PIAs) as a source of artefacts, with the CNILs PIA tool producing digital

"https://web.archive.org/web/20190624143024/https://cloud.google.com/products/ai/
®https://web.archive.org/web/20190624143134/https://aws.amazon.com/machine-learning/
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artefacts. As future work we plan to improve the usability and number of artefacts from the
CNILs PIA tool to be more suitable for sharing with data subjects.

Section 3 presents an early state-of-the-art analysis on how to convey trade-offs between pri-
vacy and utility in privacy-preserving data analytics, performed prior to D3.1 [5] being finalized
(and therefore the exact privacy-preserving data analytics and use-cases were not completely
clear). We investigate what to explain—details or more high-level concepts—and how to ex-
plain it, wrapping up with plans moving forward. This is as a step towards the second area
above: the design of usable user interfaces for explaining privacy-preserving analysis is the
primary goal of the second deliverable from Task 3.3, D3.4.

Section 4 covers the technical design of a Privacy-Enhancing Technology (PET) for explain-
ing privacy-preserving data analytics, split into two categories of components. Beyond com-
mon technical design for all components, we describe how to explain risks associated by using
privacy-preserving data analytics to data subjects through the use of risk artefacts, as well as
the technical design for how to explain privacy-preserving data analytics. This is the secondary
goal of this deliverable. The technical design has been done in close collaboration with PA-
PAYA deliverable D4.1 Functional Design and Platform Architecture, due in parallel with this
deliverable. D4.1 specifies how our PET fits into the overall PAPAYA architecture, while this
deliverable explains the technical design of the PET. The technical design is largely informed
by the work on use cases in D2.1 [11], requirements in D2.2 [22], and privacy-preserving data
analytics in D3.1 [5] performed earlier in the project.

Towards the third area listed earlier, Section 5 presents the technical design of the Privacy
Engine (PE). PE supports ensuring that data subjects’ preferences are adhered to before data
is shared (potentially for analytics), and assisting clients of the PAPAYA platform in fulfilling data
subject requests related to intervenability. Appendix A also contains related refined functional
requirements for PE, extending on the requirement concerning PE in D2.1 [11].

Finally, Section 6 concludes this deliverable and provides a rough roadmap for the future
work in Task 3.3—to be documented in the second deliverable of Task 3.3 (D3.4)—as well as
beyond as we validate the PAPAYA platform in WP5 of the PAPAYA project.
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2 Risk Management Artefacts

Privacy risk analysis and management are emerging areas of research comprising a multitude
of methods, frameworks and methodologies [8]. The area borrows significantly from prior work
on security risk analysis and general risk management in order to define privacy principles,
threats, and controls. Important research has been already accomplished in terms of privacy
risk analysis [30, 16, 53]. However, among all strategies for privacy risk analysis and manage-
ment, Privacy Impact Assessments (PIAs)® are probably the most well-known and widely used
frameworks, adopted by organisations for coping with privacy risks with due diligence [76].

Typically, once the privacy risk analysis is completed, organisations will have produced a
collection of documentation and reports containing many artefacts that can be shared with
data subjects. Increased transparency helps organisations in one of the most challenging
parts of privacy engineering, i.e., not only informing the data subjects but ensuring meaningful
understanding on the nature of personal data processing. The more personal data is collected,
combined and processed, the harder it is to truly inform data subjects; which is exactly the case
for systems leveraging from big data analytics.

We first briefly cover background on communicating risk to the general public in Section 2.1,
providing some key insights into the role of artefacts for communicating risk. Section 2.2 gives a
brief overview of methods for privacy risk and management. We identify a number of potentially
useful risk artefacts from a detailed analysis of PIAs in Section 2.3. Finally, Section 2.4 provides
concrete examples of identified risk artefacts.

2.1 Background on Risk Communication with the General Public

This section summarizes insights from risk communication that targets regular citizens. It will
provide suggestions about risk communication strategies that may inform the use of risk arte-
facts as part of risk communication for privacy-preserving data analytics.

Risks for persons are in focus of data protection legislation. Regulation such as the GDPR
implements therefore rights to be informed about data collection and data processing. However,
the connection between processing and personal risk may not always be obvious. PlAs (see
Section 2.3) are used as tools to discover, evaluate, and mitigate privacy risks when processing
personal data. However, PIAs are carried out by experts, and will typically produce an expert-
oriented privacy risk assessment.

Risk communication with the public has been found an essential component in the handling of
natural disasters. It has been planned for industrial installations with environmental impact, both
in the phase of establishing industrial plants, under their operation, while handling incidents,
and in the post-incident phase. We learn from Ng and Hamby’s work on the establishment
of a risk communication program [51], where they analyse the role of a communicator in a
hazardous industrial plant in the context of risk communication.

As an analogy to pollution and other dangerous emissions from chemical or nuclear indus-
try, this analysis presumes that a realized privacy risk results in a breach of privacy. Such a
breach has occurred when personal information has been exposed to unauthorized persons,
leading to an unintended dissemination of such information to one or more stakeholders. This

3We use Privacy Impact Assessment (PIA) and Data Protection Impact Assessment (DPIA) interchangeably.
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Figure 1: Analogy of pollution and personal data emission.

dissemination is the analog of an emission of a dangerous agent from an industrial plant. The
concepts of emission and dissemination are similar, as shown in Figure 1. One major difference
though is that of exposure of the public to an incident. An industrial incident will directly poison
human beings and their environment. A data breach will at first 'poison’ the environment with
lost personal information that may get picked up and used by other persons to create harm to
the affected members of the public. This indirection of the harmful effect could be interpreted
equally to fallout or accumulated poisoning to the food chain.
In the context of PAPAYA, risk communication should therefore consider:

1. The potential for dissemination of personal data during regular PAPAYA operations or
through a data breach (emission);

2. The direct or indirect exposure to harmful consequences for the individuals affected by
the breach (exposure).

Traditional risk communication (in the context of nuclear facilities or chemical industry) was
one-way communication from expert panels to the public. Ng and Hamby point out that risk
communication has become a process with involvement of the public. Risk communication
is a two-way communication that establishes an interactive long-term process constituting a
dialogue. Risk communicators are expected to listen to public concerns, to understand public
opinions, worries and emotions. In gist, risk communicators are expected to act as a bridge
between the experts and the members of the public.

For a further analysis of privacy risks, we consider Solove’s Taxonomy of Privacy [67]. As
shown in Figure 2 there are four different ways a privacy risk is created by emitted personal
data: by data collection, through data processing, through data dissemination, and through
invasions (where the data subject is targeted based on his/her personal data).

For using risk artefacts to communicate risk, we conclude that they are only a piece of the
puzzle: communicating risk is a dialogue, not a monologue. If possible, risk artefacts are best
organized as part of a larger dialog on risk for data subjects. Further, risk communication arte-
facts should match population concerns, expectations and levels of knowledge rather than only
transporting expert assessments. It is essential that artefacts are understandable. Finally, it is
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Figure 2: Solove’s taxonomy of privacy: privacy-endangering actions caused by personal data emissions.

also important to note that there are risks beyond only processing, as highlighted by Solove’s
taxonomy (e.g., with mere collection) and materialized as part of data breaches.

2.2 Methodologies for Privacy Risk Analysis and Management

There are many methodologies for privacy risk analysis and management. In this section,
we acknowledge some of the key contributions in the area and their relevance for increased
transparency of systems.

One of the first proposals for more practical and systematic privacy risk models was intro-
duced in [30]. This approach follows a two-step process, starting with the Privacy Risk Analysis
(PRA) followed by the Privacy Risk Management (PRM). The PRA aims to understand the pri-
vacy issues in the system. To do so, the system analysts are provided with a set of questions
that help them to articulate on privacy issues regarding the system’s social and organisational
contexts and technology. As a result of the PRA, an unordered list of privacy risks is gener-
ated. The next step is the PRM, in which the analysts prioritize and assess the risks in terms
of likelihood (L), extent of damage (D) and cost (C) of adequate privacy protection. Where the
likelihood and damage outweigh the cost of protection (i.e., LD > (), a privacy protection
should be implemented. The PRM method also provides to the analysts a series of questions
to help them work out potential solutions.

This kind of exercise proposed by Hong’s et al [30] based on privacy risk models, is es-
sentially performed in PIAs and other methodologies. Advanced methodologies refined this
approach by providing standardised lists/catalogs of privacy principles, threats and controls,
i.e., incorporating the knowledge that “privacy experts” would have within the method. Exam-
ples are the existing PI1As [55, 13, 32] (discussed in Section 2.3) as well as other methodologies
for privacy risk analysis [53, 15].

Another approach is the LINDDUN privacy threat modeling methodology [16]. LINDDUN de-
fines seven privacy threat categories: Linkability, Identifiability, Non-repudiation, Detectability,
Information Disclosure, Content Unawareness, and Policy and consent Noncompliance. Using
a data flow diagram the analysts should map each element (data store, data flow, process, en-
tity) with the provided privacy threat categories. Every match should be then evaluated against
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a standardised “threat tree” (i.e., again, privacy expert’s knowledge representation). The ana-
lyst should then mark all the leaf nodes in the threat tree that represent a reasonable privacy
threat. And certainly, each threat tree leaf node is associated to a list/catalog of mitigation
strategies, used to solve the problem.

2.3 Privacy Impact Assessments

Privacy Impact Assessments (PIAs) are the most widely used strategies for privacy risks anal-
ysis [76]. PlAs offer a systematic privacy analysis with a collection of well-structured methods
that support organisations to realise privacy-by-design in their projects. According to Article
35(1) GDPR, PIlAs are legally required when processing is likely to result in a high risk to the
rights and freedoms of natural persons. Many other legal frameworks for privacy and data pro-
tection across countries (e.g., New Zealand, Canada, Australia, Hong Kong) also encourage or
mandate the use of PlAs [12].

Although there is no internationally accepted definition for PIA, a couple of suitable defini-
tions have been proposed. Clarke [12] defines PIA as “a process whereby the potential impacts
and implications of proposals that involve potential privacy-invasiveness are surfaced and ex-
amined.” Analogously, Wright [75] defines PIA as “a methodology for assessing the impacts on
privacy of a project, policy, programme, service, product or other initiative and, in consultation
with stakeholders, for taking remedial actions as necessary in order to avoid or minimise nega-
tive impacts.” That is, Wright's definition adds and makes it explicit that PIAs should be carried
out in consultation with stakeholders.

In order to conduct a PIA, a collection of methods is used to support every stage of analysis.
Essentially, PIAs comprise various technical and organisational methods for project planning,
system documentation, privacy risk analysis, reporting, and action plans. All these methods
composed together constitute a PIA methodology, also known as PIA frameworks. A few ex-
amples of these PIA frameworks are listed as follows:

e [56, 55]: Privacy and Data Protection Impact Assessment Framework for RFID Applica-
tions (PIA RFID), 2011.

e [31]: UK — Conducting privacy impact assessments code of practice, Information Com-
missioner’s Office (ICO), 2014.

e [13]: FR — Privacy Impact Assessment (PIA) Methodology, Commision nationale de
l'informatique et des libertés (CNIL), 2018.

e [32]: ISO/IEC 29134 Information technology—Security techniques—Guidelines for pri-
vacy impact assessment, International Organization for Standardization (1ISO), 2017.

Although PIA frameworks use slightly different approaches, they employ a similar number
of steps for the analysis. For every new project or when there are significant changes in an
existing system a PIA should be considered based on the following steps:

1. Threshold Analysis In order to decide if a PIA is really necessary, organisations usually
start with a threshold analysis. If the data processing is likely to result in a high-risk to
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the rights and freedoms of natural persons (data subjects) (EU GDPR Art. 35(1) [21]) a
PIA must be carried out by the data controller.

2. Prepare and Plan the PIA Provided that the PIA is necessary, it needs to be planned
and all stakeholders should be consulted throughout the process.

3. Describe Project and Data Flows After planning, the system’s scope and purposes
should be described, and most importantly, all the processed personal data has to be
mapped, typically using data flow diagrams.

4. Identify Threats and Controls Based on a solid description of the systems and pro-
cesses, all the privacy threats should be identified and technical or organisational con-
trols should be assigned to minimise, mitigate, or eliminate the identified threats.

5. Residual Risk Analysis Concluding the risk analysis, the residual risk should be es-
timated, clearly stating to what extent the risks are controlled and/or accepted by the
organisation.

6. Prepare and Disseminate the PIA Report All the documentation is compiled in a final
PIA Report, to be submitted to the data protection authority. PIA reports can also be
disseminated in two other versions, one internal to the organisation and another one
made public.

During the entire PIA process many methods generate intermediary documentation that
grounds the analysis. The main idea in this section is to identify meaningful artefacts used
in PIA that can be shared with data subjects in order to enhance system’s transparency. In the
following sections, we cover four types of artefacts commonly used by existing PIA frameworks
that can be tailored for increased transparency. Namely, we cover artefacts for (a) threshold
analysis, (b) data flow diagrams (DFDs), (c) risk matrices, and (d) PIA reports.

2.3.1 Threshold Analysis

The threshold analysis is used to decide if a PIA is necessary. PIAs are normally encouraged
but they may be mandatory for systems when processing is likely to result in a “high-risk” to
the rights and freedoms of natural persons (Art. 35(1)). Provided that a PIA is necessary, the
threshold analysis exposes the possible privacy invasive processing operations based on a set
of criteria.

The Working Party 29 released a guideline detailing these criteria for determining whether or
not to conduct a PIA [20]. Briefly, these criteria considers nine different processing operations
that could result in privacy violations. The following nine criteria should be considered:

1. Evaluation or scoring, including profiling and predicting.
2. Automated-decision making with legal or similar significant effect.
3. Systematic monitoring or control over data subjects.

4. Sensitive data or data of a highly personal nature.
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Table 1: Examples of processing activities and possible relevant criteria.
Examples of processing Possible Relevant criteria PIA re-

quired?

A hospital processing its patients’ genetic and | (4) Sensitive data (7) Data | Yes
health data (hospital information system) concerning vulnerable data
subjects

The gathering of public social media profiles | (3) Systematic monitoring | Yes
data to be used by private companies gener- = (7) Data concerning vulner-

ating profiles for contact directories. able data subjects
An online magazine using a mailing list to send | (none) Not nec-
a generic daily digest to its subscribers essarily

5. Personal data processed on a large scale.
6. Matching or combining datasets.

7. Data concerning vulnerable data subjects (e.g., children, employees, vulnerable seg-
ments of the population).

8. Innovative use or applying new technological or organisational solutions.

9. When the processing in itself “prevents data subjects from exercising a right or using a
service or a contract” (Article 22 and recital 91).

As a rule of thumb, any system that matches two or more of these criteria are likely to result
in a “high risk” and a PIA should be considered. Some examples are given in Table 1. The key
point here is that data subjects could greatly benefit from these very brief explanations regard-
ing a system and matching criteria. For instance, this could be in the opening statements of a
privacy policy, revealing the most important and plausible privacy-invasive processing activities
from a PIA. In summary, the threshold analysis provides a short but meaningful explanation
regarding the nature of data processing with respect to privacy.

2.3.2 Data Flow Diagrams

Data flow diagrams (DFDs) are well-known artefacts for graphical representation of the “flow”
of data through an information system. In PIA frameworks, DFDs are used to visualise the
personal data that is processed. Such diagrams can be employed to summarise information
regarding all data categories, systems, modules and parties involved with the processing of
personal data. An example of DFDs for privacy can be found in the ISO/IEC 29134 [32],
as illustrated in Figure 3. Note that this figure follows the ISO terminology using the term
Personally Identifiable Information (PII), similar to personal data. Columns describe the main
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Figure 3: Example of DFD from ISO 29134.

stakeholders, such as data subjects (PII Principal), data controllers (PIl Controller) and data
processors (Pll Processors). Rows describe the main data processing activities, ie, collect,
store, use, transfer and delete.

Data subjects can greatly benefit from DFDs if they are properly used. High-level DFDs could
be used to inform data subjects, avoiding detailed DFDs and overly technical representations.
Alternatively, multi-level DFDs could be employed. The highest level would be shown by default
(e.g., O-level DFD) still allowing data subjects to expand and collapse entities and processes in
the DFD as they wish. Such diagrams are already used in PIAs to communicate the system’s
personal data processing activities to multiple stakeholders. It would make sense to provide
the generated DFDs to data subjects once the systems are in production.

2.3.3 Risk Matrix

Another visual artefact for communicating privacy perils is the risk matrices (or maps). For ex-
ample, in Figure 4, the proposed risk map from CNIL [13] encapsulates a broad variety of risks
in three main categories (i.e., illegitimate access, unwanted modification and disappearance
of personal data). Risk maps often use a number of quadrants with a color scheme, such as
green for low risk, yellow for medium risk and red for high risk. The threats are plotted in a
specific quadrant according to estimated severity and likelihood. This risk map summarises the
privacy risks before and after privacy controls are implemented. Similar to DFDs, data subjects
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Figure 4: Example of risk matrix/map from CNIL [13].

could benefit from risk matrices provided that they are not overly complicated.

The European Network and Internet Security Agency (ENISA) has published guidelines for
PIAs [50], similar to the severity shown in the y-axis of Figure 4. There, guidance for assessing
the severity of impact on individuals is given. ENISA uses four levels of impact, ranging from
LOW to VERY HIGH, classified according to the magnitude of inconvenience, the reversibility
and the induced cost of recovery:

Low impact Individuals may encounter a few minor inconveniences, which they will overcome
without any problem (time spent re-entering information, annoyances, irritations, etc.).

Medium impact Individuals may encounter significant inconveniences, which they will be able
to overcome despite a few difficulties (extra costs, denial of access to business services,
fear, lack of understanding, stress, minor physical ailments, etc.).

High impact Individuals may encounter significant consequences, which they should be able
to overcome albeit with serious difficulties (misappropriation of funds, blacklisting by
financial institutions, property damage, loss of employment, subpoena, worsening of
health, etc.).
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Very high impact Individuals which may encounter significant, or even irreversible conse-
qguences, which they may not overcome (inability to work, long-term psychological or
physical ailments, death, etc.).

The ENISA impact levels may be very suitable to meet the publics way of assessing risks, as
they provide guidance about the permanence of suffering, the cost of recovery and the severity
of the consequences.

2.3.4 PIA Reports

Containing most if not all of the previously described artefacts, PIA reports are usually shared
among multiple stakeholders. They are normally published in two versions: (1) an internal
and detailed version for the organisation and (2) a public and concise version for external
stakeholders. Although even a public PIA report might be excessively lengthy and complicated
for most data subjects, they could still be made available as “further information” linked to
privacy policies or transparency-enhancing tools.

2.4 PIA Artefacts — Practical Examples

This section illustrates the use of the mentioned artefacts in the context of PAPAYA’'s UC1:
“Arrhythmia detection use case” [11]. In this use case, a patient that needs a cardiac health
assessment, with the help of a pharmacist, receives wearable device that collects her ECG
data during a fixed amount of time (e.g., 24 hours). The next day the patient goes back to
the pharmacy. The pharmacist downloads the ECG data to her computer (e.g., a tablet) and
combines it with other previously provided personal data (e.g., patient’s data and anamnesis).
All the data is sent to the MCI Cloud (trusted) but a preliminary analysis is outsourced to the
PAPAYA platform (untrusted), i.e., use of artificial intelligence to highlight problematic parts in
the whole stream of ECG data. The patient’s raw data and preliminary analysis are sent to
an affiliated cardiologist, responsible for the cardiac health assessment. Once the cardiologist
finishes the assessment, she sends her final report back to the pharmacist, who forwards it to
the patient.

Now, starting with the threshold analysis, our use case could be compared to the mentioned
criteria [20]. Table 2 shows that four of the possible relevant criteria are matched. As a rule of
thumb, a PIA is necessary when two or more matches occur. In this example, data subjects
can easily see most of the main issues related to the system: (i) health profiling and predictive
analyses are possible; (ii) sensitive data is processed; (iii) data of vulnerable data subjects may
be processed; (iv) innovative (and potentially privacy-invasive) technologies are used. As a
result, such threshold analysis generates the bottom-line rationale that data subjects need to
know to be minimally informed and to be able to start thinking in terms of privacy.

The next artefact is the DFD. Figure 5 shows a simplified example of what a 0-level DFD
for UC1 could be, using the approach recommended by ISO/IEC 29134 [32]. Even a 0-level
DFD however might be intimidating to the layperson, with all the complicated arrows and tech-
nical terms. Notwithstanding, this is a basic diagram that could be reshaped and adapted to
please the eyes of data subjects and still communicate the flow of personal data among various
stakeholders.



Table 2: Threshold analysis for UC1.

Possible Relevant criteria Explanation Match?

(1) Evaluation or scoring, including | Health profiling of patients is possible. | YES

profiling and predicting. Predictive analysis can be also made
using Al.

(4) Sensitive data or data of a highly | Health data is highly sensitive, i.e.,  YES

personal nature. special category of data.

(7) Data concerning vulnerable data | Cardiac assessments may target vul- | YES

subjects (e.g., children, employees, | nerable data subjects.

vulnerable segments of the popula-

tion).

(8) Innovative use or applying new | Involved technologies (e.g., wearable | YES

technological or organisational solu- | devices, cloud, Al) are quite advanced

tions. and privacy impacts are not fully un-
derstood yet.

(5) Personal data processed on a | It depends on the scale of deploy- | Maybe

large scale. ment, e.g., how many pharmacies
provide this service?

(2) Automated-decision making with | Not likely to occur. No

legal or similar significant effect

(3) Systematic monitoring or control | Patients are not being constantly = No

over data subjects. monitored.

(6) Matching or combining datasets. In principle datasets are not being | No
linked.

(9) When the processing in itself “pre- | In principle data subjects are not pre- | No

vents data subjects from exercising a
right or using a service or a contract’.

vented of any rights.
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Figure 5: Example of DFD for UC1.

Finally, the risk matrix can also be used to communicate key privacy risks of the system.
Figure 6, shows the risk matrix generated during the PIA of UC1, using CNILs PIA tool*. The
CNIL tool plots this risk matrix automatically once the threat analysis is finished. It shows
the risks in regards to unwanted modification, illegitimate access and data disappearance.
Mitigation strategies should be defined and applied to address these risks in order to lower the
scores. In this figure, the risk matrix the system scores maximum values for risk seriousness,
since unwanted modification and illegitimate access to patient's ECG data could lead to life-
threatening situations.

2.5 Summary

We presented a number of identified risk artefacts, together with an analysis of potential privacy
risk analysis methods that may produce useful artefacts. In particular, we focused on PIAs as
a source of artefacts, with the CNILs PIA tool producing digital artefacts. Suitable artefacts are
the threshold analysis, the data flow diagrams, risk matrix, and public version of the PIA report.
We also note that risk artefacts are only part of the puzzle when communicating risks, where
establishing a dialogue with stakeholders is key. Finally, we need to keep in mind that the mere
collection of personal data entails risks, and privacy-preserving data analytics typically only
address risks tied to processing.

*https://web.archive.org/web/20190114033238/https://www.cnil.fr/en/
open-source-pia-software-helps-carry-out-data-protection-impact-assesment


https://web.archive.org/web/20190114033238/https://www.cnil.fr/en/open-source-pia-software-helps-carry-out-data-protection-impact-assesment
https://web.archive.org/web/20190114033238/https://www.cnil.fr/en/open-source-pia-software-helps-carry-out-data-protection-impact-assesment
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Figure 6: Risk Matrix for UC1 [13].
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3 Privacy-Utility Trade-off State of the Art Analysis

The primary goal of the PAPAYA project is to provide new technologies for privacy-preserving
data analytics. Privacy-preserving data analytics may lead to a trade-off between privacy risks
and utility of the resulting analytics. The challenge is to protect privacy with minimum loss
of accuracy. The utility can be defined based on the difference between the accuracy of the
results of the data analytics with or without applying privacy-preserving techniques. The utility
has been also defined as the difference between the original data and the privatized data [74].
Users need to know about what they gain, i.e., the benefits such as faster, more accurate
results, and what they may lose, i.e., less privacy for their data to be able to make informed
privacy decisions when they are requested to share their personal data for use in analytics.

In the use cases of PAPAYA, data subjects do not have an option to decide between differ-
ent privacy-preserving techniques to be applied to their data for specific data analytics [11].
In other words, the underlying technologies are determined beforehand by PAPAYA platform
clients and how the technologies work should be communicated to users. Consequently, trans-
parency of the privacy-utility trade-off for data subjects in PAPAYA can be achieved by providing
information about how the PAPAYA technologies work and how users’ data are processed. The
privacy-utility trade-off, then, can be defined as the trade-off between the scenario in which
data subjects do not agree to send their data to the PAPAYA platform to be processed and the
scenario in which they agree to send their data to the PAPAYA platform in a privacy-preserving
way to have more powerful analysis. Therefore, our goal is to provide users with usable trans-
parency and explanation about the underlying algorithms and what they gain and lose in the
aforementioned scenarios to help them to make informed decisions.

One important concept related to the trade-off between the risks and benefits in privacy
decisions is privacy calculus that is extensively used to describe how people make privacy-
related decisions. Some researchers view the privacy calculus as a rational decision process
[44]. At the same time, some researchers have found that such decisions are often not based
on calculation and rational processes [35, 34]. People’s privacy decisions are influenced by
various heuristics, such as the available options to choose from [38], and the default settings
and phrasing of privacy-related requests [43]. Some researchers argue that risks and benefits
are anticipated and contextualized. Therefore, privacy decisions are much more complex than
how privacy calculus defines them to be [37]. Knijnenburg et al. discuss that notice and choice,
although may look like an ethical and justifiable way of providing privacy protection from a
privacy calculus perspective, are not enough to protect users’ privacy as privacy behaviors are
results of contextualized anticipatory reflections [37]. One way to move beyond the one-size-
fits-all approach for both privacy nudges and notice and choice is user-tailored privacy which
can use the privacy calculus in a prescriptive manner [37]. To this end, the risk/benefit trade-off
can serve as an objective function for machine learning algorithms [39, 37]. Still, this approach
raises its own practical and ethical questions.

Providing transparency about how a system works can improve users’ mental models of
that system [42]. Improved mental models lead to more user satisfaction, perceived control
[42], and more trust in the system [45]. At the same time, incorrect mental models or the
mental models which are much simpler than the actual complexity of a system may cause
users to experience difficulty in predicting and explaining the system behavior [52]. A common
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approach to increase transparency of a system and to help users to build better mental models
is to use User Interfaces (Uls) which explain the system [18]. The design of such explanation
Uls defines to what extent they are useful [42], i.e., the content that they represent and on how
they represent the content are two important aspects. If the goal of explanation Uls is to improve
the transparency of privacy technologies of the system, then we call the Uls explanation privacy
notices. Similar to the general privacy notices that inform users about what data are collected,
to whom the data are disclosed, and for which purposes they will be processed the explanation
privacy notices can take different shapes and leverage different channels. Schaub et al. [65]
proposed a design space for effective privacy notices and discussed the previous work that
investigated the effect of time, modality, channel, and control on privacy notices.
The main question for this part of Task 3.3 in PAPAYA is:

How to design explanation privacy notices which convey privacy-utility trade-off
and describe how privacy-preserving techniques work in an effective way that can
help users to make informed privacy decisions.

To answer this question we need to know what fo explain and how to explain it. Then,
we need to test if and how the transparency of privacy-preserving mechanisms provided in
explanation privacy notices influence the privacy decisions of people. Providing transparency
to data subjects about underlying privacy technologies and privacy algorithms is a new field
for which we do not have comprehensive literature and guidelines. Nonetheless, algorithmic
transparency and visualising the privacy-utility trade-off to users have gained a lot of attention
recently. Next, we present the results of the literature review we conducted to have a better
insight on how to answer our two general questions.

3.1 What to Explain

A basic question when designing for transparency is whether to aim for complete transparency,
i.e., normative view of transparency, or whether to select information that is most important or
useful for users to understand, i.e., pragmatic view of transparency [19]. For example, how
much detail shall/can we provide to the user on the privatization methods and parameters used
to anonymise a data set?

The goal of the normative view, as described by Eiband et al., is to help users to achieve a
comprehensive and detailed understanding, even at the expense of their time and effort [19].
Users may not need to go through explanations to be able to use a system [19]. Eiband et al.
discuss that the normative view creates general background trust [19].

The pragmatic view does not provide a comprehensive view but the explanations to achieve a
level of understanding that facilitates usability and effective use of the system. Explanations are
not separate, additional piece of information for a system but are integrated [19] in the system
before or during the main tasks to achieve foreground trust [19]. Nonetheless, Eiband et al. in
their work [19] argue that integrating explanations appropriately where they are effective and
useful for users will be the challenge for designers who should consider and make a balance
between several requirements. To approach the design of explanations in intelligent systems
from a pragmatic point of view, best practices are still missing in Human Computer Interaction
(HCI) research [19]. Note that the two perspectives may also be combined in some cases.
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In the context of algorithmic transparency, Friedrich and Zanker [23] have classified the expla-
nations to white box and block box explanations. White box explanations are How explanations
that describe a system’s inputs and outputs and the steps it takes to arrive at a particular out-
come. Block box explanations are Why explanations that provide justifications for a system and
its outcomes and explain the motivations behind the system. However, block box explanations
do not disclose how the system works. Rader et al. [59] extended the classification in [23] with
two other categories: a) What, and b) Objective (means unbiased not goal) explanations. What
explanations reveal the existence of algorithmic decision-making, without providing additional
information about the system [59]. Objective explanations describe the process by which a sys-
tem comes into being and is continually improved. Rader et al. investigated how different ways
of explaining Facebook’s News Feed algorithm might affect participants’ beliefs and judgments
about the News Feed. They found that all explanations helped participants to become more
aware of how the system works, but explanations were less effective for helping participants
evaluate the correctness of the system’s output [59].

Some researchers recommend selecting relevant and important information instead of pro-
viding comprehensive, complete information [64]. In contrast, some researchers have argued
for completeness [41]. Researchers have shown that hiding the security details can lead to
lack of trust in the security systems [63]. At the same time, some studies suggest that the
level of details we need for explanation may depend on the product domain and user groups
[58, 26]. Consequently, as there is no agreement in previous work regarding the level of details
for explanations designers need some methods and procedures to determine the right level of
information on a case-by-case basis [18].

To provide more transparency about the privacy-utility trade-off in a system, some researchers
selected to visualise more detailed information about the underlying anonymisation techniques
while some others took a high-level approach and provided transparency broadly based on
general concepts.

3.1.1 Visualizing Details

One approach to visualise more detailed information about the underlying anonymisation tech-
niques is the work conducted by Wang et al. [74]. They allow users to gauge and visualise the
utility loss while interactively and iteratively handling privacy issues in their multi-attribute tabu-
lar datasets that are anonymised using syntactic anonymity and differential privacy techniques.
Wang et al. proposed and designed a privacy-preserving pipeline [74]. In their design, first
users load their data and select the attributes that are sensitive. Then, users go through some
steps to construct a tree exposing privacy risks of data and they set, for instance, the criteria
values for the syntactic privacy models so that privacy issues in each dimension and each level
of the tree can be detected. Afterwards, users review a matrix showing the changes in the
utility of data to observe patterns in the data and make necessary data manipulation including
merging nodes and adding noise. Finally, users can export the visualisation result and/or its
underlying data. Figure 7 shows an example of how they show the utility changes in data. Us-
ing the interface provided in Figure 7, users can compare and examine the difference between
the distribution of a user-selected attribute before and after data manipulation at the data level
shown in the Delta Chart. The Delta Chart shows the delta value using a red-to-green gradient
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color map where the red color represents negative values and green color represent positive
values. Nonetheless, Wang’s et al. design may just be suitable for domain expert users who
have at least basic understating of underlying privacy techniques and have worked in this area
[74], not for lay data subjects.

Examine Utility

Delta Chart Original Data Processed Data

Delta =

Step . Number —

Figure 7: The difference of attribute values between the original and processed data (adapted from [74]).

3.1.2 High-Level Concepts

A high-level approach for providing transparency is the way Calero et al. selected to describe
different privacy-preserving scenarios for their participants in their study where they investi-
gated about users’ willingness to share health data to be used in privacy-aware recommenda-
tion systems [73]. Their participants were asked to pick a preferred sharing scenario depending
on the recipient of the data, the benefit of sharing data, the type of data, and the parameterised
privacy, i.e., k-anonymity or differential privacy. Carelo et al. defined k-anonymity in their
scenarios by using different identification probability values and differential privacy by using dif-
ferent sample sizes and exceptionality values. Technically, the aforementioned anonymisation
techniques are quite different, however, from a social science perspective, it is not clear how
and if both procedures are perceived differently and lead to different decisions [73]. Carelo et
al. [73] used simplified visualisation of data sharing scenarios to show how users’ data were
anonymised to their participants in the study. Figure 8 shows an example of two different sce-
narios where data were anonymised using differential privacy visualised using exceptionality
and sample size attributes. When exceptionality and the sample size attributes are used to
differentiate between various levels of anonymisation, the data are better anonymised in situa-
tions where the sample size is larger and the exceptionality is lower. The scenario 1 in Figure 8
refers to a use case in which the user is among 20% similar users in a sample with a popula-
tion of 10,000 people while the scenario 2 refers to a use case in which the user is among 4%
similar users in a sample size of 1,000 people.

In another work, Bullek et al. measured comfort, understanding, and trust using a Random-
ized Response Technique (RRT) as a proxy for differential privacy [6]. They used RRT, a virtual
spinner as a randomizing device that obfuscated participants’ answers to critical questions, to
examine how users respond to privacy being protected using data perturbations which they can
see and understand. Bullek et al. found that providing participants with information about the
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Figure 8: Example of how differential privacy was visualised in different scenarios (adapted from [73]).

amount of obfuscation applied to their responses increased their trust in the privacy-protecting
mechanism. However, participants who correlated obfuscating privacy mechanisms with de-
ception did not make the safest privacy decisions, although they showed an understanding of
RRT [6].

3.2 How to Explain

As discussed by Eiband et al. [18], concrete guidelines for the presentation format of explana-
tions are infrequent similar to the lack of the best practices for designing explanation Uls and
finding what to explain from a pragmatic point of view. Chromik et al. present and discuss dark
patterns of explainability which purposefully deceive users [10]. Further, they argue that the call
to provide explanations and transparency for intelligent systems may conflict with stakeholders’
interests and the results may be explanation Uls and transparency that are not beneficial for
users.

Improving security and privacy understanding makes it possible for users to make informed
decisions and motivates positive behaviours. For example, Herley discusses that good advice
could be rationally rejected if users have a poor understanding of security [28]. We reviewed
the themes and methods used in educating and persuading users in the context of security and
privacy and the methods used to provide explanations about algorithms that may shed lights on
how we can explain privacy-preserving procedures to users. The results of our literature review
on how to help users better understand specific privacy and security concepts and provide
explanations can be grouped into the following general methods: multimedia, personalization,
segmentation, signalling, exemplification, and feedback in security and privacy contexts.

3.2.1 Multimedia

The combination of different modes of multimedia such as images, text, or sound can be helpful
in learning [80]. When we integrate the text on the Uls close to related visuals, i.e., when they
are placed more contiguously learning becomes more effective than when they are represented
separately [47]. Herlocker et al. [29] investigated several explanation types and presentation
formats in a collaborative movie recommender. Their results suggest that users are more inter-
ested in simpler graphs. Using an excess of multimedia in educational material could actually
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decrease learning [17]. Zhang-Kennedy et al [78, 79, 80] simplified security information through
metaphors and graphical explanations which could facilitate users’ understanding of new se-
curity concepts compared to text-only advice. Albayram et al. with the help of different videos
with different themes (e.g. risk, contingency, and self-efficacy themes) educated users about
two factors authentication and investigated if videos led to the change in users’ behaviours [2].

Garg et al. used both videos and texts to communicate risks to users [24]. They find that
using videos to communicate risk can improve the ability of elders to avoid phishing attacks
and downloading malware. When it comes to communicating about the decrease in the privacy
of personal data, the challenge is not only to communicate accurate information to users but
also to present that information in a way which users can understand benefit from it in decision
making. However, we need to consider the fact that humans, especially lay users judge proba-
bilities qualitatively, and not quantitatively so numerical risk data concerning their privacy is not
beneficial for them if used directly [46].

Kouki et al. [40] explored user preferences for visualisations of explanations in recommender
systems and found that Venn diagrams, restricted by the number of items to present, performed
best in comparison to other visual interfaces. Florian Roth investigated diagrams as graphical
elements for communicating risks. In general, there exists different types of diagrams that
can be used to visualise risks, ranging from the line, pie and dot charts over histograms to
heat maps and density plots, depending on the data to be represented and the goal of the
visualisation [62]. The major advantage of using diagrams for risk visualisation is that it can be
understood not only by experts but also by lay people [62]. At the same time, the diagrammatic
representation has its own disadvantages. For instance, the incautious use of colours can
distort visualisations. Using red colours, the full attention is guided towards the red-coloured
risks. However, risks in the medium category may have risk scores only slightly lower than
risks in the red categories [62]. In addition, using green colours to show low-risk categories
may give the feeling to viewers that these types of risks can be neglected as they are safe
[62]. Further, using red colours give an implicit power to those risk types represented in red
for drawing users’ attention, not leaving much room for independent exploration of the risk data
or for an open dialogue on the acceptability of risk [62]. Therefore, colours should be used
carefully when we want to communicate the risks.

3.2.2 Personalization

Personalization can be done both by customizing the Ul on a per-user basis or adding social
characteristics to the Ul. For example, Mayer suggests that the use of an agent, a pedagogical
character who offers instructional advice, can improve learning [49]. Agents can be human
or nonhuman characters, represented visually or verbally, and realistically depicted or cartoon
style [80]. Harbach et al. proposed to leverage the rich set of personal data available on
smartphones to communicate risks using personalized examples [27]. Examples of private
information that may be at risk can draw the users’ attention to relevant information required for
making a decision and can also improve users’ response [27]. In addition, Gates et al. showed
that users make more risk-aware app choices when presented with concrete examples of the
information at risk caused by undesirable permission requests [25].
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3.2.3 Segmentation

Researchers suggest that giving people some opportunities to pause and process the informa-
tion before continuing to the next step can help them to learn more. For instance, Mayer and
Chandler [48] found that students’ performance increases if an animation is broken into seg-
ments. Students could then press a “Continue” button to progress to the next section [48]. In
addition, segmentation can be considered as a way to provide progressive transparency which
in some research (e.g., [69]) proved to be helpful when aiming for algorithmic transparency
in an intelligent system. In progressive transparency, as transparency is provided on demand
it removes confusions and inefficiencies arising from spurious, unwanted explanations, and
adjusts explanations to the users’ requirements [69].

Deeper learning can be achieved when some cues are added to highlight the essential con-
tent and important material [49]. For example, Kelley et al. used nutrition labels in privacy
policies and explored how good information design can improve the comprehensibility of online
privacy policies [36]. Andersson et al. [3] leveraged different visual cues including a variety of
colours, size, pictorial signals in polymorphic warnings to draw and maintain users’ attention to
warnings.

3.2.4 Signalling

When leverage signalling with visual cues, we need to consider the effects of framing. Past
research, particularly on visual cues, has compared the framing of visual cues. Choe et al.
found that presenting visual cues with positive framing differed significantly from negative fram-
ing on how users made risk-based app decisions [9]. Rajivan and Camp used privacy and
risk communicating icons/cues to see how the cues and icons can help users to select low-risk
apps [60]. With the exact same scenario, the way in which the information is presented can
significantly influence the users’ choice [60].

3.2.5 Exemplification

Some researchers suggest using examples to show how a machine learning algorithm works.
Cai et al. proposed and evaluated two kinds of example-based explanations in the visual do-
main, normative explanations and comparative explanations that automatically surface exam-
ples from the training set of a deep neural net sketch-recognition algorithm [7]. Normative
explanation provides all the examples of correct answers if the input sketch could not be rec-
ognized by the algorithm. Comparative explanation provides examples of what the algorithm
recognized based on the input sketch. Cai’s et al. findings suggest that examples are a fea-
sible vehicle for explaining algorithmic behaviour, however, different kinds of explanations may
have relative advantages and disadvantages [7]. Cai et al. argue that normative explana-
tions allowed the system to show partial capability in cases where it appeared to have failed
while comparative explanations sometimes revealed algorithmic limitations, and may have con-
tributed to confusion or surprise [7].
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3.2.6 Feedback

Immediate feedback is used in several works, including Anti-phishing Phil [66], privacy leaks
in mobile apps [4], and learning about prominent privacy policy information in the context of
social logins [33]. Balebako et al. gave feedback as just-in-time notifications to alert users
at the moment data were being sent [4]. Karegar et al. [33] used immediate feedback in a
short multiple-choice quiz integrated into authorization dialogues of Facebook as a method to
increase users’ knowledge of privacy policy conditions under which they were disclosing their
data. The feedback was given to users in the form of immediate correction of the quiz which
reflected on how users answered the questions. Based on the feedback, they could have
corrected their selections until they answered all the questions right.

3.3 Plan Forward

Prior work related to how the explanation can be provided to users does not agree upon a
single approach about when to use text-based explanations or visualisations [18]. The real-
world restrictions such as limited screens for mobile phones are rarely considered in prior
work concerning how to provide the explanation content which exacerbates the problem for
designers. Therefore, similar to the answer to the question about what we need to explain the
answer to the question about how we should explain is dependent on the specific requirements
of a particular scenario. We know from D2.2 that we are focused on mobile Uls [22].

To help designers to provide transparency about underlying techniques in complex scenarios
involving multiple stakeholders, Eiband et al. suggested a stage-based, participatory design
[18] which follows a pragmatic view on transparency (see Figure 9). Designers can use this
process as a guide in different scenarios that all come with different challenges to provide
appropriate explanations fitted the target user group. At the same time, designers can also
keep the Ul usable and compatible with general guidelines. Tsai and Burisolvsky later applied
and adapted Eiband’s et al. participatory process of bringing explanation Uls to their own
scenario for a social recommender system with multiple explanatory goals and proposed five
set of explanation Uls for five recommendation models [72].

To provide explanation Uls, we plan to follow the approach suggested and tested in [18] with
a pragmatic view on transparency to find solutions that fits PAPAYA. Meanwhile, we also take
advantage of different methods discussed in this deliverable for how to explain and what to
explain when we aim for explaining underlying techniques and privacy-utility trade-off for data
subjects. Finally, we will test if and how our proposed design solutions change data subjects’
privacy decisions. The very prominent challenge is that PAPAYA technologies are not cur-
rently deployed in any real-world systems. Therefore, unlike investigating users’ mental models
about, for example, end-to-end encrypted communication tools [1] or encryption generally [77],
it would be challenging to explore their mental models and understanding of new proposed
technologies that they never experienced in real life which PAPAYA project proposes and lever-
ages. In this regard, we may benefit from the deployment of some privatization algorithms, for
instance, differential privacy by, e.g., Apple who have integrated it in iOS and macOS?® [70].

*https://web.archive.org/web/20190628095322/https://www.apple.com/privacy/
approach-to-privacy/


https://web.archive.org/web/20190628095322/https://www.apple.com/privacy/approach-to-privacy/
https://web.archive.org/web/20190628095322/https://www.apple.com/privacy/approach-to-privacy/
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4 Design for Explaining Privacy Preserving Data Analytics

This section concerns a PET which primary user is a data subject who wants to learn more
about how privacy-preserving data analytics work and associated risks with having their per-
sonal data processed by a service that uses privacy-preserving analytics. To explain the tech-
nical design of this PET, we first look at its relation to relevant PAPAYA requirements in Sec-
tion 4.1, motivating a number of core design decisions. One significant decision is to split the
technology into a number of smaller independent components, in particular for explaining risks
and how the different privacy-preserving data analytics work. Section 4.2 describes technical
design commonalities for all components. We then look at the components related to explaining
risks in Section 4.3 followed by the explanatory components in Section 4.4.

4.1 Relation to PAPAYA Requirements

There are a number of requirements from deliverable D2.2 [22] that relates to the purpose of
this PET and influences its design. For example:

e The PET intends to contribute towards fairness and transparency (C.EUR.L.8) for making
analytics transparent, and may play a vital role in ensuring informed consent (C.EUR.L.2).

e Ensuring usability (C.EUR.HCI.1) is essential for User Interface (Ul) design for our PET.
Interviews with patients and doctors for UC1 [11] showed a need for clearly explaining
that outsourced data is protected to all stakeholders (UC1.EUR.HCI.1-3).

e Assurance guarantees (C.EUR.HCI.2) and clear communication of privacy and utility
benefits and trade-offs (C.EUR.HCI.3) are also important. Similar findings were also
found for UC2 (e.g., UC2.EUR.HCI.1).

In general, for the PAPAYA framework—beyond identifying the need for explaining risks and
analytics agent configuration (C.DST.DPT.3)—one essential requirement is the non-functional
requirement for the data subject dashboard toolbox C.DST.NF.9. In gist, it states that tools
for data subjects must not be tightly coupled, and they must be easy to integrate into existing
mobile apps and provide user interfaces tailored for mobile apps. This is motivated in PAPAYA
due to the prevalence of mobile use cases and the fact that each use case uses only one or a
few analytics, not all of them at the same time [11].

A PAPAYA platform user will only want to, at most, integrate data subject facing tools for the
analytics in use. Because of this, we decided to split this PET into two completely independent
categories of components: one category for explaining how privacy-preserving data analytics
works and another for explaining risks associated with privacy-preserving data analytics. Our
ultimate goal is to enable a user of the PAPAYA framework to easily integrate as many or as
few components as they deem necessary for explaining risks and how the selected privacy-
preserving data analytics works to data subjects as part of their existing mobile apps. We
envision that the components could be integrated both as part of consent screens (ex-ante
transparency) and privacy policy pages (typically ex-post transparency).
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4.2 Common Technical Design

All components share technical design decisions stemming from the PAPAYA requirements. In
particular, each component consists primarily of a Ul that is configured with mostly static input.
Further, these types of Uls should be possible to present in a layered [57, 22] and composable
manner. The Uls should layered in the sense that the top layer may show an overview, and
more details are made available in increasingly detailed layers. Uls should be composable in
the sense that a risk component may want to allow easy navigation from a risk Ul to a Ul that
explains how a privacy-preserving analytic works and vice versa. It is therefore important for
the sake of ease of integration that all components share the same Ul framework and way of
being configured.

4.2.1 User Interface Framework

Because the use cases in PAPAYA focus on data subjects that use mobile devices [11], it is
obvious to select a common Ul framework that supports mobile user interfaces, ideally for
both Android and iOS. However, beyond the use cases in the PAPAYA project, the PAPAYA
framework may very well be used in scenarios where data subjects also interact with a PAPAYA
user’s systems through a webbrowser or even desktop applications. Ideally, we want to create
components that can be re-used and integrated in as wide range as possible of Uls. Based on
these observations, we consider two options for Ul frameworks:

Flutter A portable Ul toolkit from Google for “building beautiful, natively-compiled applications
for mobile, web, and desktop from a single codebase™. Central to Flutter is the concept
of reusable widgets’ that the Ul is composed of.

Webview Using HTML, CSS, and JavaScript (preferably with a framework such as Angu-
lar®, React®, or Vue'?) to create minimal responsive Uls that can be embedded in non-
webbrowser environments using webviews.

There are pro’s and con’s with either option. On the one hand, the main downside of a web-
view is that it appears non-native when embedded in mobile apps, unless based on particular
frameworks like React Native''. However, such frameworks may still impose some limits on
the use of general-purpose JavaScript libraries (e.g., due to how the DOM is handled in an app
as compared to a website), reducing some of the benefits of building upon the webstack in the
first place. On the other hand, Flutter provides natively compiled applications. This comes at
the cost of being restricted to the mobile development stack (compared to the webstack) and
additional complexity in terms of full dependency on the Flutter ecosystem. Support for desktop
and the web appears to be secondary to Flutter, mirroring the state of webviews in a sense: do
we want to create mobile-first or web-first components?

*https://flutter.dev/
"https://flutter.dev/docs/development/ui/widgets-intro
Shttps://angular.io/

“https://reactjs.org/

ntips://vuejs.org/
"https://facebook.github.io/react-native/


https://flutter.dev/
https://flutter.dev/docs/development/ui/widgets-intro
https://angular.io/
https://reactjs.org/
https://vuejs.org/
https://facebook.github.io/react-native/
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Ultimately, we do not believe the choice of Ul framework for implementation to be vital for
adoption as long as our components are kept simple and consistent. Using complex features
of either type of Ul framework will likely harm secondary platform targets of the framework
(mobile or web, depending on framework), and inconsistent components will make it harder for
developers that need to tweak the components during integration. Further, the components
should be possible to compose as part of existing applications, not require that entire applica-
tions are built in the same Ul framework. Both Flutter'? and React'® fulfil these requirements.
Based on project partners’ preferences and developer preferences moving forward, we will
therefore use either React or Flutter for all components.

4.2.2 Configuration

The use of either Flutter or React as a Ul framework is the basis for our choice of how to
configure components. It is also important to note that the components that explain risks are
required—per requirement C.DST.DPT.3 from D2.2 [22]—to be able to include artefacts from
unknown sources in potentially unknown formats. We therefore decide to use a JSON file
for configuring components (excellent support in both React and Flutter'#) and that additional
artefacts should be included as independent assets (files), where the paths to each asset is
specified in the JSON configuration file.

4.3 Explaining Risks of Privacy-Preserving Data Analytics

Requirement C.DST.DPT.3 in D2.2 [22] requires that this component should support unknown
artefacts. Also, we know that these artefacts have to be digital (otherwise we cannot include
them) and in a format appropriate for general data subjects to consume—not privacy experts.
Our analysis in Section 2 found few appropriate artefacts already in a suitable format to share
with data subjects. However, we identified several types of risk management artefacts that may
be used for explaining risks to data subjects. In particular, the different steps of a typical PIA
may produce useful artefacts. We also found that the CNILs PIA tool'® supports producing a
digital risk matrix artefact with promising use with non-expert users'®. Because of this, we have
decided to improve the CNILs PIA tool and use its artefacts to demonstrate how to share risk
management artefacts with data subjects.

4.3.1 Possible Modifications to CNIL's PIA Tool

Section 2.3 identified four artefacts from PIAs: the threshold analysis, the DFD, the risk matrix,
and the public version of the PIA report. Currently, the CNILs PIA tool only supports as output
the risk matrix. We consider the following possibly useful modifications to the tool:

"https://github.com/flutter/flutter/wiki/Add-Flutter-to-existing-apps

®https://reactjs.org/docs/add-react-to-a-website.html

“https://flutter.dev/docs/development/data-and-backend/json

®https://web.archive.org/web/20190114033238/https://www.cnil.fr/en/
open-source-pia-software-helps-carry-out-data-protection-impact-assesment

'®|nterviews as part of requirements elicitation in D2.2 used two different risk matrix artefacts from the CNILs PIA
tool to show assessed risk reduction due to the use of PAPAYA, where some interviewed health professionals
appeared to understand the risk reduction [22].


https://github.com/flutter/flutter/wiki/Add-Flutter-to-existing-apps
https://reactjs.org/docs/add-react-to-a-website.html
https://flutter.dev/docs/development/data-and-backend/json
https://web.archive.org/web/20190114033238/https://www.cnil.fr/en/open-source-pia-software-helps-carry-out-data-protection-impact-assesment
https://web.archive.org/web/20190114033238/https://www.cnil.fr/en/open-source-pia-software-helps-carry-out-data-protection-impact-assesment
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e Improve the output of the risk matrix. If you compare Figure 4 on page 10 with Figure 6
on page 14, the output of the CNILs PIA tool (Figure 6) does not show the difference
in assessed risk with the controls in place'”. For explaining the importance of privacy-
preserving data analytics, showing the difference—in particular when it comes to the risk
of illegitimate access to personal data—is essential.

e Add support for performing a threshold analysis and exporting the results as an arte-
fact. This part could build upon the Working Party 29 guidelines [20], as described in
Section 2.3.1, serving as a quick overview for data subjects.

e Extend the number of considered risks to also include unlinkability, transparency, and
intervenability'®. Privacy-preserving data analytics may have both negative and posi-
tive impact on these risks, in particular when it comes to intervenability: some privacy-
preserving techniques inadvertently make it impossible for some entities to fulfill some
intervenability requests [22, 14].

In addition to the above three points, one could also consider adding support for generating a
public version of the PIA report and for creating exportable DFDs. However, our earlier analysis
found the PIA report as potentially too complex for most data subjects, and the DFDs will—as
they relate to privacy-preserving data analytics—be significantly overlapping with our parallel
work on explaining how privacy-preserving data analytics work.

4.3.2 Component Design

Component design is straightforward given our common technical design from Section 4.2. For
each of the four types of artefacts identified in Section 2.3, create an independent component
that consists of a Ul and is configured by a JSON file. The configuration consists of one or
more paths to artefacts as well as descriptive text. We note the following for each type:

Threshold analysis Based on the planned threshold analysis artefact export from the im-
proved CNILs PIA tool. Could be accompanied by descriptive text.

DFDs Would have to be manually created and imported. Should support several layers. Each
layer could need descriptive text.

Risk matrix Based on the improved artefact exported from the CNILs PIA tool. Will also need
descriptive text.

Public PIA report A file to download, so descriptive text with a download link.

Currently, the CNILs PIA tool version 2.1 provides a difference view for the risk matrix as part of the review of the
PIA when corrective actions (action plan) are suggested as improvements beyond controls already in place.
'8This is motivated by the inclusion of unlinkability, transparency, and intervenability as privacy protection goals,
commonly considered by Data Protection Authorities prominently in Germany [61, 14], extending the typical

goals confidentiality, integrity, and availability currently in the CNILs PIA tool.
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Figure 10: An overview of how we intend to explain risks of privacy-preserving data analytics to data subjects by
using risk artefacts from PIAs created by privacy experts.

Figure 10 provides an overview of our planned approach. We conclude that the components
are little more than wrappers around the risk artefacts. The focus of our work should there-
fore be on making useful artefacts for data subjects exportable from the CNILs PIA tool. We
then demonstrate how to use the artefacts by creating simple components that incorporate the
artefacts in a way that makes re-use and integration as easy as possible into existing apps.

Finally, each component should provide one generic layer (e.g., accessible by clicking a
link or icon) that provides meta-information about how the PIA was conducted, what was the
evaluation method and process, and who conducted which part of the PIA. This follows directly
from requirement C.EUR.HCI.3 in D2.2 [22]. This will be provided as descriptive text configured
in JSON in a common section for each component.

4.4 Explaining How Privacy-Preserving Data Analytics Works

Section 3 provided a state-of-the-art analysis on explaining how privacy-preserving data ana-
lytics work as well as a plan forward on how to design the Uls. The final design of these Uls
is the primary content for deliverable D3.4, due in project month 24 (May 2020). The goal of
this section is to specify the possible technical design decisions at this point in time and how
to implement the future Ul designs. To this end (beyond the common technical design already
presented in Section 4.2), we specify how we plan structure all possible Ul views, followed by
specifying parts of the configuration for each component.

4.4.1 Structuring Ul Views

This category of components all explain how a particular privacy-preserving analytics work, in
particular the PETs from D3.1 [5], that supports three types of analytics:

Privacy-preserving neural networks Supports both privacy-preserving collaborative training
and privacy-preserving classification. The PETs are based on homomorphic encryption
and secure multiparty computation.

Privacy-preserving clustering Supports grouping data items in a privacy-preserving manner.
The PET is based on partially homomorphic encryption or secure multiparty computation.

Privacy-preserving counting Supports privacy-preserving counting, set union, and set inter-
section on encrypted data. The PET for privacy-preserving counting is based on func-
tional encryption, while the set operations are based on encrypted Bloom filters.
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We assume that Uls based on a layered approach may on its top-level layer start with describ-
ing the type of analytics, and then provider further details (via additional layers) distinguishing
between type of operation and how privacy is protected (e.g., functional or homomorphic en-
cryption). This means that there may be overlap in layers and views between components.
We will therefore structure every Ul view for each component as standalone widgets or en-
capsulated components (depending on if we build on Flutter or React). Each component for
explaining a particular privacy-preserving analytic therefore consists of a set of views, where
each view may link to another view, and some views may be shared across components.

4.4.2 Draft Shared Configuration Format

In Section 4.2.2, we already decided on a single JSON file for configuring a component. Fur-
ther, we determined to structure each view standalone to enable easy re-use between compo-
nents, and define each component as a set of views. Therefore, we structure the JSON file as
follows:

onhe object of entities Each entity is given a unique key that is later cross-referenced in views.
An entity consists of at least a name, path to a logo, an alternative text for the logo (for
the sake of accessibility), and a short text description of the entity.

one object of views Each view has a unique key that is used by the component to read con-
figuration values associated with the key. What values are set to configure a view we
leave unspecified, beyond the ability to cross-reference entities.

Figure 11 shows an example of the draft component configuration format for a simple com-
ponent with two views: “overview” and “details”. In this example, the “overview” conceptually
contains a clearly identified data controller and a data processor, conveying roles under the
GDPR. Similarly, the “details” view has a server and a client: two entities but in different roles.
Perhaps the “overview” view provides a link to technical details (a layer) shown in the “details”
view. Regardless, we expect the entities to be the same. For the sake of removing redundancy,
the entities object contains information about MediaClinics and IBM used in both views. Also
note in the “details” view that there is a configuration value for an epsilon set to 6, which could
relate to details on a technical means of protection based on differential privacy.

4.5 Summary

The technical design of the PET for explaining privacy-preserving data analytics consists of
creating a number of independent and easy-to-integrate components. The components are all
primary composed of a Ul and configured by a JSON file. The Uls will be built using either Raft
or Flutter, depending on consortium and developer preferences. For risk artefacts, we plan to
improve the CNILs PIA tool to produce usable artefacts. For explaining how privacy-preserving
analytics work we will create one component per type of analytics, potentially sharing Ul views.
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1{

2 "entities": {

3 "me": {

4 "name": "MediaClinics",

5 "logo": "img/logos/logomco_300x60.png",

6 "logo_alt": "MediaClinics logo",

7 "description": "An innovative high-tech start-up"
8 1,

9 "ibm": {

10 "name": "International Business Machines Corporation",
11 "logo": "img/logos/IBM_logo.svg",

12 "logo_alt": "IBM logo",

13 "description": "IBMers believe in progress"
14 }

15},

16 "views": {

17 "overview": {

18 "controller": "mci",

19 "processor": "ibm"

20 },

21 "details": {

22 "server": "ibm",

23 "client": "mci",

24 "epsilon": "6"

25 }

26}

27}

Figure 11: Example of the draft component configuration format for a simple component consisting of two views.



5 Privacy Engine Design

The main aim of the Privacy Engine (PE) is to provide for data subjects and data controllers
services that enable them to enhance the privacy protections applied to personal or sensitive
data, helping them to adhere to the GDPR. The PE will be composed of two different managers
providing services:

Privacy Preferences Manager (PPM) The main objective of this manager is to facilitate the
services necessary to assure that data sent to a data controller complies with data sub-
ject privacy preferences.

Data Subject Rights Manager (DSRM) This manager will provide the services necessary to
enable data subjects to exercise some of their rights as defined by the GDPR. It will also
provide the necessary means to allow to data controllers to configure their systems to
react to data subject requests.

Although PAPAYA deliverable D2.2 [22] contains the formal requirement description of the
PE (C.DST.PE.1), this document goes one step further describing in more detail the require-
ments associated with the whole functionality of the PE. Figure 12 shows the hierarchy of the
additional requirements. The refined requirements are available in Appendix A.

PPM - Privacy Expert
Interface
C.DSTPE5S

v

Privacy Preferences Manager

> PPM
C.DST.PE.3
|PPM - Data Subject Interface N Dsgg;qu_ii?;f;]a”
7 C.DSTPES g
Privacy Engine C.DSTPE.&
PE
C.DSTPE.1 DSRM - Data Controller DSRM - DCA Notifaction
Administrator Interface > Server Configuration
C.DSTPET7 C.DST.PE.9
Data Subject Rights Manager DSRM - DCA Protection
> DSREM »| Orachestrator Configuration
C.DST.PE.4 C.DSTPE.10

DSRM - Data Subject

> Interface
C.DSTPE.NM
Privacy Engine
PE
C.DSTPE.2

Figure 12: Refined Privacy Engine requirements hierarchy, expanding on the core C.DST.PE.1 requirement from
D2.2 [22]. Additional requirements are available in Appendix A.
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5.1 Privacy Preferences Manager

The PE through the PPM provides to data controllers the mechanisms to capture and apply
data subjects’ privacy preferences when data subjects provide personal or sensitive data to the
data controller. In the context of PAPAYA, this data will be used later on to perform privacy-
preserving data analytics. The PE will provide two user interfaces intended for different actors:

Privacy Expert Graphical User Interface This interface will enable a privacy expert to define
an easy to read and to understand questionnaire for data subjects to collect their privacy
preferences.

Data Subject Graphical User Interface This mobile application will allow data subjects to ex-
press their privacy preferences by answering the previously mentioned questionnaire
defined by the privacy expert.

The formal description of the requirements related to the PPM are in Appendix A, Tables 3-5.

5.1.1 State-of-the-Art Analysis

During this analysis two main considerations have been taken into account: the data flow for
applying the privacy preferences of the data subject and formalizing and normalizing the privacy
preferences such that they can be applied in different domains and environments.

Regarding the data flow performed by PPM, the underlying concept behind this functionality
is an Authorization Service. The data flow of an Authorization Service can be divided into the
following subcomponents, also shown in Figure 13 (see next page) [68]:

Policy Administration Point (PAP) Manages access authorization policies.

Policy Decision Point (PDP) Evaluates access requests against authorization policies before
issuing access decisions.

Policy Enforcement Point (PEP) Intercepts access requests to a resource, makes a decision
request to the PDP and acts on the returned access decision.

Policy Information Point (PIP) A source of attribute values in the system.

This approach is taken into consideration for the final design of the PPM.

The other aspect studied in this state of the art analysis is the formalization and normaliza-
tion of the privacy preferences. We analysed two different projects focused on the manage-
ment of the privacy preferences of the data subject: VisiOn'® and Special?®. On the one hand,
the VisiOn project proposed to adapt this issue to already existing standards and protocols
(specifically to the XAMCL?' standard). On the other hand, the project Special took a different

https://web.archive.org/web/20190602041612/https://www.visioneuproject.eu/

Pnttps://web.archive.org/web/20190615115939/https: //www.specialprivacy.eu/

#'http://docs.oasis-open.org/xacml/3.0/errata01/os/xacml-3.0-core-spec-errata0l-os-complete.
pdf


https://web.archive.org/web/20190602041612/https://www.visioneuproject.eu/
https://web.archive.org/web/20190615115939/https://www.specialprivacy.eu/
http://docs.oasis-open.org/xacml/3.0/errata01/os/xacml-3.0-core-spec-errata01-os-complete.pdf
http://docs.oasis-open.org/xacml/3.0/errata01/os/xacml-3.0-core-spec-errata01-os-complete.pdf
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Figure 13: Authorization Service subcomponents (Axiomatics, CC BY 3.0).

approach, considering the issue with enough entity and different casuistic to the already exist-
ing standards hence it considered that a new standard devoted for it. Thereby, as one of the
main results of the Special project, it defined new ontologies and vocabularies®? associated
with the management of the privacy preferences. As conclusion of this analysis we selected
the approach taken by the Special project and its results will be used during the development
of the PPM.

For assisting in the creation of the questionnaires by the privacy expert we studied different
open source tools. The final candidates of this study were: JDeSurvey?®, FormBuilder®* and
FormlO23. In order to facilitate the integration with an Angular development for the end user
interfaces, we finally chose FormlO as a helper on the creation of questionnaire.

5.1.2 Architecture

Figure 14 shows the architecture diagram that details the subcomponents and their interfaces
with the different components and actors involved in the system. The following six steps de-
scribe Figure 14 in detail:

1. The privacy expert creates the privacy preferences definition (metadata and question)
associated with use of the data controller’s services. The metadata will be formalized

Znttps://web.archive.org/web/20190615120210/https://www.specialprivacy.eu/platform/
ontologies-and-vocabularies

Bnttps://github. com/IJD-Software/JDeSurvey

#nttps://github.com/KhaledSMQ/Ng2FormBuilder

Phttps://github. com/formio


https://en.wikipedia.org/wiki/XACML#/media/File:XACML_Architecture_&_Flow.png
https://web.archive.org/web/20190615120210/https://www.specialprivacy.eu/platform/ontologies-and-vocabularies
https://web.archive.org/web/20190615120210/https://www.specialprivacy.eu/platform/ontologies-and-vocabularies
https://github.com/JD-Software/JDeSurvey
https://github.com/KhaledSMQ/Ng2FormBuilder
https://github.com/formio
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Figure 14: PPM architecture diagram.

using the ontology defined by the Special project?® and the associated question will be
generated with the help of the FormlO tool. The Questionnaire Generator component will
act as a Policy Information Point (PIP) in this context.

2. The data subject retrieves the question generated by that the privacy expert. The ques-
tion definition will follow the FormlO tool interface, allowing it to be easily integrated within
the mobile application.

3. The data subject fills in the question with her privacy preferences and sends the infor-
mation to the Answers Parser which stores them in a machine-readable format. This
component acts as a Policy Administrator Point (PAP) according to the definitions ex-
posed before.

4. The data subject, during the normal use of the data controller’s system that in turn uses
the PAPAYA platform, sends data to the system. Then the Privacy Preferences Filter
passes this request, acting as a Privacy Enforcement Point (PEP).

5. The PEP forwards this request to the Policy Decision Point, in order to verify if the data
sent complies with the data subject’s privacy preferences. Then the PE, acting this time
as a Policy Decision Point (PDP), grants or denies the operation.

®nttps://web.archive.org/web/20190615122020/https://aic.ai.wu.ac.at/qadlod/
policyLanguage/
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6. If the PE grants the access the request is forwarded to the final destination: the data
controller. Otherwise, the PEP will deny the access with an appropriate error code.

5.2 Data Subject Rights Manager

The PE through the DSRM provides to data subjects the mechanisms necessary to exercise
some of their rights from the GDPR?” (e.g., the right to erasure of her personal data). It also
provides the mechanisms for a data controller to easily manage the actions associated with
data subjects exercising these rights. The DSRM has two main interfaces:

Data Controller Administrator Interface It allows the data controller administrator to config-
ure the type of action that must be triggered when a data subject wishes to exercise her
rights. The administrator can select between the following three actions:

e Send an email to the responsible assigned to react.

e Publish a notification, following a publisher/subscriber pattern. Then, the compo-
nent responsible to execute the reaction associated with the notification will receive
the notification and perform the appropriate measurements.

e Invoke the Protection Orchestrator?® (PO) [54], which will execute a preconfigured
sequence of operations associated with this type of event following a Business Pro-
cess Management?® (BPM).

Data Subject Interface A data subject will use this interface to exercise her rights using a
mobile application implemented for this purpose.

The formal description of the requirements for the DSRM is in Appendix A, Tables 6—11.

5.2.1 State-of-the-Art Analysis

The state-of-the-art analysis associated with the DSRM subcomponent has been focused on
the selection of the underlying services necessary to provide this functionality: Email Server,
Notification Server and the Protection Orchestrator. The main conclusions of this analysis is as
follows:

Email Server for this particular underlying server is has been selected the use of the SMTP3
protocol, allowing then the use of any final implementation chosen by the data controller.

Notification Server there are many different open source options available in the market.
Among all of them, this study was focused on comparing Apache Kafka®' and Rab-
bitMQ32. Due to the simplicity of its services, the extended use of this type of server

#nttps://eur-lex.europa.eu/legal-content/EN/TXT/?7qid=1528874672298&uri=CELEX:
02016R0679-20160504, Articles 12—-22.

Bnttps://web.archive.org/web/20190628151150/http: //www.witdom.eu/content/
protection-orchestrator-po

®nttps://en.wikipedia.org/w/index . php?title=Business_process_management&oldid=899983888

Onttps://www.ietf.org/rfc/rfc5321.txt

$'https://kafka.apache.org/

#nttps://www.rabbitmg.com/
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https://www.ietf.org/rfc/rfc5321.txt
https://kafka.apache.org/
https://www.rabbitmq.com/
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and the broad documentation available describing the different process associated, we
selected Apache Kafka as the Notification Server.

Protection Orchestrator with regards this server, the Consortium has chosen the main out-
comes obtained from the WITDOM project®®, mainly because it allows to orchestrate
preconfigured process complying with the BPM standard.

5.2.2 Architecture

Figure 15 shows the architecture diagram of the DSRM main subcomponents, the interfaces
between them, the actors involved and the relationships with the underlying servers. A more

Privacy Engine
Data Subject Rights Manager

iy iy
1. configure actions | " : )

I associated * DSRM < 2 exercise DS rlghlﬁ
Data Controller Data Subject
Administrator

“‘ | |

' 3.a send email 3.b push a notification  3.c. trigger an event

i____4 d i1 Email Server Notification Server Oi:r’;%f:ttrl:tlz)r

-2 send emal (SMTP) (Publisher/Subscriber) (PO)

4 b subscribe notifications  4.c execute bpm

Data Controller System

Figure 15: DSRM architecture diagram.
detailed description of the main interfaces in Figure 15 is as follows:

1. A data controller administrator configures the actions to be performed by the data con-
troller’s system to react to a data subject exercising their rights. In order to do so, for
each identified data subject right, the administrator selects the best option for the data
controller, choosing between sending an email, sending a notification, or executing a
BPM process through the Protection Orchestrator.

2. A data subject exercises one of her rights, triggering an event capture by the PE-DSRM,
which will react executing the already preconfigured action by the data controller admin-
istrator.

Bnttps://web.archive.org/web/20190628151003/http: //www.witdom. eu/


https://web.archive.org/web/20190628151003/http://www.witdom.eu/

dh

AN

2 X; (? '@‘\‘&

p / PAPH _/L

3. The DSRM, depending on the configuration defined before by the data controller admin-
istrator, will trigger one of the following actions:

a) If the right to be exercised is configured to be executed by sending an email to the
already defined responsible, an email message will be sent. Then, the assigned
person will receive the message and will perform the correspondent reactions.

b) If the right to be exercised is configured to be executed by publisher/subscriber
pattern method, the DSRM will publish a notification, then the already subscribed
component will consume the notification and they can react to it.

c) If the right to be exercised is configured to be executed through the PO, the DSRM
will trigger the already configured processes flow on the PO.

4. Depending of the option performed on the previous step the DSRM will execute the
following steps:

a) Send an email to the already configured responsible of taking the associated reac-
tions.

b) In the case of using the publisher/subscriber pattern method, the corresponding
data controller components responsible to react to this event will be subscribe to
the notification server and will perform the consequently processes.

c) Inthe case of using the PO, an action to perform the data subject right is triggered
and the PO executes the processes flow that was configured beforehand by the
data controller administrator.

5.3 Summary

The PE consists of two managers: the PPM and the DSRM. The PPM facilitates the necessary
services to assure that data sent to a data controller complies with data subject privacy pref-
erences. A privacy expert uses a GUI to specify a questionnaire that a data subject answers
through another GUI. The answers are used to derive privacy preferences and configure the
XACML-based PE, that on data subject disclosure filters the data to ensure that the privacy
preferences are adhered to. The DSRM provides a GUI for data subjects to exercise some of
the their rights from the GDPR. Once a request from a data subject arrives at the data controller,
the data controller’'s system takes one or more preconfigured actions set by the data controller
through a GUI. Possible actions are to send an email, trigger a notification, or orchestrate a
preconfigured process complying with the BPM standard using the PO.
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6 Conclusions and Future Work

This deliverable had the objective to identify existing risk management artefacts that can be
shared with data subjects to inform them about the risks associated with having their personal
data processed by the PAPAYA platform. The identified risk artefacts that may be suitable to
share with data subjects are generated as part of Privacy Impact Assessments (PlAs), per-
formed by organisations to assess the risks to data subjects of planned processing of personal
data. In particular, the threshold analysis, the data flow diagrams, risk matrix, and public ver-
sion of the PIA report may all be suitable artefacts. There is however a gap in usability of these
artefacts, intended typically for privacy experts and not data subjects. Further, we note that
these artefacts are only part of the puzzle of effectively communicating risks, where organisa-
tions must be ready to engage in a dialogue concerning risks with interested data subjects [51].
It is also important to recall that the mere collection of personal data entails risks [67], and typi-
cally privacy-preserving data analytics only address risks during data processing. PIAs should
capture this important detail, and it is vital that our work in PAPAYA is clear with both strengths
and limitations of our technologies.

Moving forward, as part of Task 3.3, we plan to improve the artefacts generated by CNILs
PIA tool, by extending the number of possible artefacts to generate and by increasing their
usability for data subjects. Given a suitable source of improved artefacts, we will develop a Ul-
focused component for each type of identified risk artefact that is suitable for being integrated
into existing applications, such as mobile apps, with as little development effort as possible.

For explaining how privacy-preserving data analytics work, we performed a literature review,
exploring what we should explain and how to explain it. Our results show limited examples in the
literature with little concrete work in the area and conflicting advice. Further, the requirement
in PAPAYA to support mobile Uls makes the task at hand even more challenging. We plan
to follow the stage-based, participatory design approach suggested by Eiband et al. [18] for
the design of our Uls, ultimately testing if our designs influence the privacy decisions of data
subjects. The technical design is focused on creating simple, standalone Ul views that can
easily be layered and composed as part of integration into primarily existing mobile apps. The
Uls are standalone to enable a user of the PAPAYA platform to pick and choose only the relevant
components based on their needs and selected analytics. We expect to create usable Uls for
all major types of privacy-preserving data analytics developed in PAPAYA, ultimately improving
the transparency towards data subjects.

The technical design of the Privacy Engine (PE) consists of two components. The Privacy
Preferences Manager enables a data controller to take data subjects’ preferences into account
before disclosing or processing personal data. The Data Subject Rights Manager supports
organisations in dealing with data subjects’ rights from the GDPR, such as intervenability rights.
The PE is planned to be used as part of some of the use cases of PAPAYA towards GDPR
compliance in the spirit of data protection by design and by default.

The final deliverable from Task 3.3, D3.2, due in project month 24 (May 2020), will detail
the complete designs and implementations of the PET for explaining risks and how privacy-
preserving analytics function, as well as the Privacy Engine. Beyond the duration of WP3, we
expect that further refinements and improvements will take place during the last twelve months
of the project as we validate the PAPAYA platform in WP5, taking lessons learned into account.
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A Privacy Engine Requirements

Deliverable D2.2 is the deliverable devoted for the description of the formal requirements in PA-
PAYA [22]. However, given the complexity of the functionality of the Privacy Engine, the Consor-
tium considered appropriate to extend that formal description with more detailed requirements
in order to capture all the aspects associated to the development of the PE. The following
requirements can be divided into two different categories: PPM requirements in Tables 3-5
and DSRM requirements in Tables 6—11. Compared to the requirements format specified in
D2.2 [22], we omit several table fields for sake of removing redundancy. For all additional re-
quirements, the omitted fields have the following values: priority normal, usage scenario com-
mon, type end user, subtypes functional, implementation production, no dependencies, and
the sources are interviews with pilot leaders and to comply with GDPR. For the relationship
between requirements (ParentID) see Figure 12 on page 31.

Table 3: PPM Graphical User Interface (GUI) requirement.

C.DST.PE.3

PPM Graphical User Interfaces

Description

As one of the main functionalities of the Privacy Engine (PE), the Pri-
vacy Preferences Manager (PPM) will allow to Data Subject (DS) to define
his/her privacy preferences, answering an easy to understand question-
naire and easy to use mobile app. The questionnaire will include a set of
metadata to define in a normalize form all the possible privacy preferences.
Once DS defines his/her privacy preferences, the answers (including the
metadata) will be stored in the PE. The PE shall store the DS’ privacy pref-
erences that he/she has selected, in order to do it the PE shall have an end
point for storing the privacy preferences and an end point for retrieving DS’
privacy preferences.

To allow DS to define his/her privacy preferences using the questionnaire,
the PPM will have two different interfaces:

Privacy Expert Graphical User Interface Data Controllers (DC) must
specify a data privacy expert. He/She will carry on the definition of
the questionnaires necessary to gather the privacy preferences of DS

Data Subject Graphical User Interface DS will be able to establish
his/her preferences at any time, answering the questionnaire avail-
able in his/her mobile app

Acceptance
Criteria

The PE through PPM MUST have an interface to define the questionnaires,
including the associated metadata necessary for its further processing.
The PE through PPM MUST have an interface to allow DS to define his/her
privacy preferences.

The PE through PPM MUST store the privacy preferences of DS.
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Table 4: PPM privacy expert GUI requirement.

C.DST.PE.5

PPM Privacy Expert Graphical User Interface

Description

The Privacy Engine (PE) and more specifically the Privacy Preferences
Manager (PPM) will provide an easy to use interface in order to allow to
the Privacy Expert (designated by DC) to create questionnaire to gather
the privacy preferences of DS, covering those privacy and legal aspects
associated to the specific study or analysis performed using his/her data.
The questionnaire created will include metadata to normalize each ques-
tion in order it could be transformed in a machine-readable format. Once
the Privacy Expert finishes the questionnaire, the PPM will transform it in
a format easy to integrate within the mobile application. DS, then, can use
the questionnaire to define his/her privacy preferences.

Acceptance
Criteria

The interface PPM MUST allow the Privacy Expert to create a questionnaire
normalized (with the metadata) to obtain DS’ privacy preferences.

The PPM MUST transform the Privacy Expert definitions in an easy to inte-
grate format within the mobile application.

Table 5: PPM data subject GUI requirement.

C.DST.PE.6

PPM Data Subject Graphical User Interface

Description

The Privacy Engine (PE) and more specifically the Privacy Preferences
Manager (PPM) will provide a mobile interface integrated within the gen-
eral mobile application, in order the Data Subject (DS) can define his/her
privacy preferences answering an easy to understand and to use question-
naire. The answers of DS and the metadata associated to the questionnaire
will be then send to the PE. Which will transform the data received into a
machine-readable format and then store.

Acceptance
Criteria

The PE PPM MUST permit to DS to define his/her privacy preferences.
The PE PPM MUST transform and store DS privacy preferences.
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Table 6: DSRM GUIs requirement.
C.DST.PE.4 DSRM Data Subject Rights Manager Graphical User Interfaces.
Description | For exercising the Data Subject (DS) rights there will be two main actors
involved: the DS and Data Controller Administrator (DCA). Hence the PE

DSRM will provide two main interfaces for them:

DCA Interface this interface will allow DCA to configure what type of action
is associated for DS right event. The system will allow to configure ei-
ther: send an email, send a notification (Publisher/Consumer pattern)
or configure a sequence of operations orchestrate by the Protection
Orchestrator (PO).

DS Interface The DS will be able to exercise his/her rights using the mobile
application at any moment that he/she desires

Acceptance There MUST be an interface for DCA to configure the type of action associ-
Criteria

ated to each data subject event (send an email, send a notification, use the
Protection orchestrator).

There MUST be an interface for DS to exercise his/her rights using the
mobile applications.

Table 7: DSRM configuration by the data controller administrator requirement.

C.DST.PE.7

DSRM Configuration by the DCA

Description

When a DS exercises a right an event will be triggered. DCAs will be able to
configure three different actions to react to the event for each of the different
data subject rights defined by the GDPR. The three options available will be:

e To send an email to the responsible with a specific text

e To publish a notification with the details of the event, so the compo-
nent responsible to react will consume the notification with the infor-
mation associated and then execute the necessary actions associ-
ated.

e To invoke the Protection Orchestrator, which will trigger the precon-
figured actions steps associated to this type of event.

Once the DCA had configured the type of reaction, he/she must define the
specific parameters for each of them.

Acceptance
Criteria

The DCA MUST be able to configure for each data subject right the three
different reactions available in the system (described above).
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Table 8: DSRM data controller administrator GUI email configuration requirement.

C.DST.PE.8 DSRM DCA GUI Email Configuration
Description | Once a DCA has chosen the email action for a specific data subject right,
he/she will be able to set up the parameters to perform this action. The
parameters to be defined will be:
e Email address for the destination of the email
e Subject associated to the email
e Email content, where the administrator can define the body of the
email
Ac.cepftance The DCA MUST be able to configure the different parameters to set up this
Criteria type of reaction

Table 9: DSRM data controller administrator GUI publisher/consumer configuration requirement.

C.DST.PE.9

DSRM DCA GUI Publisher/Consumer Configuration

Description

Once a DCA has chosen the Publisher/Consumer pattern action for a spe-
cific data subject right, he/she will be able to set up the parameters to per-
form this action. The parameters to be defined will be:

e Notification server URL
e Topic associated

e Mapping of the parameters between the data obtained from the event
and the parameters included into the notification

Acceptance
Criteria

The DCA MUST be able to configure the different parameters to set up this
type of reaction




Table 10: DSRM data controller administrator GUI Protection Orchestrator (PO) configuration requirement.

C.DST.PE.10 DSRM DCA GUI Protection Orchestrator (PO) Configuration
Description Once the DCA has chosen the Protection Orchestrator (PO) action for a
specific data subject right, he/she will be able to set up the parameters to
perform this action. The parameters to be defined will be
e The BPM file with the configuration of the different steps associated
to this specific action
Ac_cePtance The DCA MUST be able to configure the different parameters to set up
Criteria this type of reaction
Table 11: DSRM data subject GUI requirement.
C.DST.PE.11 DSRM Data Subject Graphical User Interface
Description DS will be able to exercise all his/her rights defined by the GDPR at any
time. For that purpose, DS will have an easy to use interface where he/she
will be informed of all the data subject rights that he/she is assisted and
where he/she can exercise at any time.
Acceptance DG MUST be able to exercise his/her rights at any moment using the mo-
Criteria

bile application available for him/her.
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